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Abstract: Now a day’s dynamic data streaming over data ware houses with update information is the main aspect in 

the web page designing. It includes dynamic web services with client requirement. There has be a recent work on 

streaming data warehousing, including system design, with real time applications in continuous inserting a 

streaming data feed at bulk load speed. Traditional approaches includes motivated, formalized, and solved the 

problem of non-preemptively scheduling updates in a real time streaming warehouse. But these scheduling 

processing are not updated versions for accessing these services because these are already developed service 

algorithms. In this paper we will extend this traditional approach to new granularity algorithms for accessing 

efficient updates multiple tables together. We intend to explore the tradeoffs between update efficiency and 

minimizing staleness in the context. Our experimental result shows the concurrent execution process of the each 

query in updated scheduling algorithms with efficient results. 

Index Terms: Data warehouse maintenance, On-line scheduling, Data Streaming, Granularity, Tradeoffs.   

 

I. INTRODUCTION 

A data warehouse is database used for reporting and 

data analysis. It is central repository of data which is 

created by integrating data from one or more 

disparate sources.Data warehouses store current as 

well as historical data and are used for creating 

trending reports for senior management reporting 

such as annual and quarterly comparisons. The data 

stored in the warehouse are uploaded from the 

operational systems (such as marketing, sales etc., 

shown in the figure to the right). The data may pass 

through an operational data store for additional 

operations before they are used in the DW for  

 

 

 

reporting. The typical ETL-based data warehouse 

uses staging, data integration, and access layers to 

house its key functions. The staging layer or staging 

database stores raw data extracted from each of the 

disparate source data systems. The integration layer 

integrates the disparate data sets by transforming the 

data from the staging layer often storing this 

transformed data in an operational data store (ODS) 

database. The integrated data are then moved to yet 

another database, often called the data warehouse 

database, where the data is arranged into hierarchical 

groups often called dimensions and into facts and 

aggregate facts. The combination of facts and 
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dimensions is sometimes called a star schema. The 

access layer helps users retrieve data.  

 

Figure 1: Data warehousing with ETL 

Process. 

A data warehouse constructed from an integrated 

data source system does not require ETL, staging 

databases, or operational data store databases. The 

integrated data source systems may be considered to 

be a part of a distributed operational data store layer. 

Data federation methods or data 

virtualization methods may be used to access the 

distributed integrated source data systems to 

consolidate and aggregate data directly into the data 

warehouse database tables. Unlike the ETL-based 

data warehouse, the integrated source data systems 

and the data warehouse are all integrated since there 

is no transformation of dimensional or reference data. 

This integrated data warehouse architecture supports 

the drill down from the aggregate data of the data 

warehouse to the transactional data of the integrated 

source data systems.  

Immediate view maintenance may appear 

reasonable solutions for streaming data warehouses 

(maintenance increases the query respond time). 

Running too many parallel updates and degrade 

performance due to memory and CPU cache trashing, 

disk arm trashing context switching. In this paper we 

will introduce the Proportional algorithms for 

increasing the Granularity in resent data warehouse 

applications with update scheduling originalities. 

 

II. RELATED WORK 

This enables a real-time decision support for 

Business-critical applications that receive streams of 

append-only data from external sources. 

• Online stock trading, where recent transactions 

generated by multiple stock exchanges are compared 

against historical trends in nearly real time to identify 

profit opportunities. 

• Credit card or telephone fraud detection, where 

streams of point-of-sale transactions or call details 

are collected in nearly real time and compared with 

past customer behavior. 

• Network data warehouses maintained by Internet 

Service Providers (ISPs), which collect various 

system logs and traffic summaries to monitor 

network performance and detect network attacks. 

 

III. EXISTING APPROACH 

 

The traditional data warehouses are typically 

refreshed during downtimes, streaming warehouses 

are updated as new data arrive. Where traditional data 

warehouse store layers of complex materialized 

views over terabytes of historical data. This existing 

system does not support to make decisions in real 

time and immediately. This existing system is not 

suitable for data warehouse maintenance. The 

problem with this approach is that new data may 

arrive on multiple streams, but there is no mechanism 
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for limiting the number of tables that can be updated 

simultaneously. 

 

IV. PROPOSED APPROACH 

 

The seller sends details about share which will 

be automatically streamed or updated in the top of the 

form before the buyer buy the particular share. 

 

 

 

Figure 2: Data warehouse streaming basic 

process architecture. 

The share details like company name, shares sold, 

available quantity etc would be updating from the 

database. These share details show in streaming 

format. The users don’t need to refresh the page 

every time. Our main innovation is the Multi track 

Proportional algorithm for scheduling the large and 

heterogeneous job sets encountered by a streaming 

warehouse additionally; we propose an update 

chopping to deal with transient overload.  

 

GRANULARITY: Most important aspect of design 

of a data warehouse which refer to the level of detail 

or summarization held in the units of data in the data 

warehousemore detail lower the level of 

granularity less detail higher the level of 

granularityforoperational systems granularity was 

taken for grantedfor warehouse environment 

granularity is not assumed, affects the volume of data 

that resides in the data warehouseaffects the type of 

query that can be answereda high level of granularity 

(compaction of data in a data warehouse). 

V. PERFORMANCE RESULTS 

The Proposed efficiently export a materialized 

view but to knowledge none have studied how to 

efficiently import one. To install a stream of updates, 

a real-time database system must process new 

updates in a timely fashion to keep the database 

fresh, but at the same time must process transactions 

and meet their time Constraints. Various properties of 

updates and views that affects this trade-off. 

Examining through simulation, four algorithms 

forscheduling transactions and installing updates in a 

soft real-time database. 

The proposed data warehouse stores integrated 

information from multiple distributed data sources. In 

effect, the warehouse stores materialized views over 

the source data. The problem of ensuring data 

consistency at the warehouse can be divided into two 

components: ensuring that each view reflects a 

consistent stare of the base data, and ensuring that 

multiple views are mutually consistent. Guarantying 

http://www.ijdcst.com/
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multiple view consistency (MVC) and identify and 

define formally three layers of consistency for 

materialized views in a distributed environment. 

 

 

Figure 3: Efficient results for data warehouse in 

granularity. 

 

Systems that seek to give rapid or real-time 

query responses in such an environment must be 

prepared to deal gracefully with bursts in data arrival 

without compromising system performance. 

Strategies for processing burst streams adaptive, 

load-aware scheduling of query operators to 

minimize resource consumption during times of peak 

load. 

 

VI. CONCLUSION 

 

The proposed the notion of average staleness as 

scheduling metric and presented scheduling 

algorithms designed to handle the complex 

environment of a streaming data warehouse. Then 

proposed a scheduling framework that assigns jobs to 

processing tracks and uses basic algorithms to 

schedule jobs within a track. The main feature of 

framework is the ability to reserve resources for short 

jobs that often correspond to important frequently 

refreshed tables, while avoiding the inefficiencies 

associated with partitioned scheduling techniques.We 

intend to explore the tradeoffs between update 

efficiency and minimizing staleness in the context. 

Our experimental result shows the concurrent 

execution process of the each query in updated 

scheduling algorithms with efficient results. 
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